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Would You Say "The Terminator" Will Come True?
Kataoka Asaki (National Institute of Technology, 
Kagawa College, Takuma Campus)
Isaac Asimov wrote "three laws of robotics" in his novels. The laws constrain robots not to injure human beings, to obey the orders given by humans and to protect themselves. In a film named "I, robot" which got me interested in artificial intelligence when I was a middle school, mass produced robots changed their interpretation of the three laws and caused serious problems. After watching the film, I began wondering, "how is it possible to make computers programmed not only to think but also to decide?" or "what does it mean that computers interpret more than the codes and the rules which were strictly programmed?" Immediately after I entered Kosen, I started studying artificial intelligence on my own.

The idea of "artificial intelligence" is not that old but not that new. As a matter of fact, the moment where the term "artificial intelligence" was used by John McCarthy in Dartmouth Summer Research Project on Artificial Intelligence for the first time in history dates back to 1956, which is only 10 years after the initial type of electrical computer was invented. After the conference, the studies of artificial intelligence have had 3 fads. Through the 1st fad where people were working on reasoning, and the 2nd fad where people were working on acknowledgement, the current 3rd-fad studies of AI finally began stepping into the next stage of "deep learning" which successfully let computers "self-learn".

Deep learning is an algorithm that uses brain neuron networks as a mathematical model. Let us take an example of a task in which AI classify the pictures they see, for instance, into dogs, cats and wolves. In such tasks, humans were required to give AI each feature in the previous algorithms like "wolves have pointed ears". However, there are some kinds of dogs look like this.

This is just one example. There are much more in the nature that rules or definitions can't classify no matter strictly the rules or the definitions are given. But we humans can recognise "doggishness" on looking at this photograph and can identify this as a kind of dog. The greatest point of deep learning is that it can make AI recognise "something-ish-ness" in the something. Furthermore, they don't require any clues given by humans. All they have to do is to look at the images of something over and over. In other words, they can build general ideas like human babies do. Besides, human babies take at least one year after their birth to be able to identify something in their sight as what it actually is whereas AI take just a couple of days. It seems reasonable that some researchers are warning that AI might be going to deprive humans of their jobs.

My presentation so far made you realise both the necessity and the risk of AI, I guess.

I have kept it untold, but I would like to be a researcher on AI in the future. Because I strongly believe that the necessity side of AI development is immensely helpful for Kochi, my home prefecture. Kochi has the largest share in producing aubergines and gingers. Even though there are no much young farmers because of the birth rate drops, I think multiplying its agricultural products by using IT with AI is one of the best and the most realistic measures I can think of.

Nobody knows whether I will be a mad scientist or the hero of Kochi. But co-existence of those who being curious and active for developing new technologies like me and those who being anxious about the risks of the new technologies will surely have the best results in the evolution of technologies.
