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Behind “Obvious”
Kawamoto Kotaro (National Institute of Technology, Maizuru College)
I study a lot of things in electrical engineering.  In a class of programing, the teacher said, “You must study C language because machines can’t understand languages used by people”.  Certainly, computers can understand only “0” and “1”.  Then, I wondered why robots such as Siri and Pepper could speak Japanese and why Google Translate could treat human languages.  So I became interested in Language Processing.
Why can computers treat human languages?
Now I’d like to consider the difference in character recognition between computers and people.
First, let’s think about how we recognize characters.  Take a look at this character string.

※(softbankaudocomo) ※(Words in parentheses are not read but just shown in the slides.)

We can divide this into three.
※(softbank au docomo)
Humans can understand the meaning by dividing a string of characters.
For computers, we must replace information with another kind of information made of “0” and “1”.  Here the process of replacing information is called “encoding”.     Encoding the character string, you get this long line!

※(01110011011011110110011001110100011000100110000101101110011010110

110000101110101011001000110111101100011011011110110110101101111)

The character string is replaced with a 128-digit code made of 0 and 1.  Compared with humans, computers are not efficient in encoding.  Furthermore, because information is divided into many numbers, computers can’t recognize the meaning of the character string.  Cannot computers divide it into meaningful parts like humans?

Actually, such research has been done.  It is called “morphological analysis”.  Morphological analysis is a method of processing natural language, in which a sentence is divided into minimum and meaningful units and each unit is analyzed according to its part of speech.

Now, take this as an example.  “It’s a gift for Mr. Smith.”  Let’s analyze this sentence.

 ※(It / ’s / a / gift / for / Mr. / Smith.)

In English, you can separate a sentence into words easily.  So the process of morphological analysis is not very complex in English.

In Japanese it is difficult because you cannot separate a sentence easily.  Look at this sentence.  It could be interpreted in four different ways.

※(うらにわにはにわとりがいる。)

First: There is a chicken in the backyard.  ※(裏庭/には/鶏/が/いる。)

Second: There are two birds in the backyard.  ※(裏庭/には/2/羽/鳥/が/いる。)

Third: Behind the scenes, there is a crocodile is a chicken.  ※(裏/に/ワニ/は/鶏/が/いる。）

Fourth: There is a “haniwa”-stealer in the backyard. ※(裏庭/に/埴輪/盗り/が/いる。)

The first and second choices are grammatically correct.  The third choice is obviously wrong.  The fourth choice!  Can you imagine that?

We can judge these because we have knowledge of grammar and common sense.  However, it is difficult for computers to judge things like people.

Several methods have been adopted to divide a Japanese sentence.  By using them, software for kana-kanji conversion has been developed, making it possible to convert kana into kanji appropriate for the context.

Here are some examples of software.
Quite a lot!

Engineers have been developing it since the time before I was born.

Thus computers have become able to separate sentence precisely and progressed in the precision of conversion.

But recent computers are more advanced.  Have you ever heard of Deep Learning?  Machines can learn!  For example, laptops and smartphones learn input information and do kana-kanji conversion by using the information.  So, the more you use them, the more accurate in conversion they become.

Thus, if you just think about Language Processing, you will find complex technology behind the scenes.  We search for information on the Internet, and speak to our smart phone to input information as if it were natural and obvious to do so.  But remember!  Engineers have been working hard to make it come true.  As a future engineer, I hope to invent something “obvious”.
